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Abstract—This paper addresses the worst-case parameter identification problem for uncertain single-input/single-output (SISO) and multi-input/multi-output (MIMO) linear systems under partial state measurements and derives worst-case identifiers using the cost-to-come function method. In the SISO case, the worst-case identifier obtained subsumes the Kreisselmeier observer as part of its structure with parameters set at some optimal values. Its structure is different from the common least-squares (LS) identifier, however, in the sense that there is additional dynamics for the state estimate, coupled with the dynamics of the parameter estimate in a nontrivial way. In the MIMO case as well, the worst-case identifier has additional dynamics for the state estimate which do not appear in the conventional LS-based schemes. Also for both SISO and MIMO problems, approximate identifiers are obtained which are numerically much better conditioned when the disturbances in the measurement equations are “small.” The theoretical results are then illustrated on an extensive numerical example to demonstrate the effectiveness of the identification schemes developed.

I. INTRODUCTION

PARAMETER identification is a vital part of any successful design for controlling systems with unknown parameters. For continuous-time linear systems, the Kalman filter-based identifier is the prominent design method for online parameter identification. When the state variable and its derivative are both available for identification purposes, the Kalman filter-based identification scheme can be applied directly [1]. On the other hand, if the available information contains only noise-corrupted output measurements, the identification scheme must utilize the well-known Kreisselmeier observer in the single-input/single-output (SISO) case [2] or a general prefiltering-based design for the multi-input/multi-output (MIMO) case [3], [4] so that the problem can be converted to one that can be solved by a Kalman filter-based method.

Recently, worst-case parameter identification for general nonlinear systems where the unknown parameters enter linearly in the system dynamics has been studied in [5] under noisy full state measurements. It has been shown there that the worst-case parameter identification problem without the measurement of the state derivative can be dealt with by introducing small measurement noise in the optimization process. The resulting identification scheme can achieve a performance level arbitrarily close to the one where the state derivative is available, as the intensity of the measurement noise, say $\epsilon > 0$, decreases to zero. Also, in [5] a reduced-order identifier was constructed which is much simpler in structure and has asymptotically the same performance as that of the full-order worst-case identifier. The structure of the worst-case identifier closely resembles that of a least-squares (LS) identifier except for additional state estimate dynamics and an extra negative definite term in the differential equation for the error covariance matrix.

In this paper, we study the worst-case parameter identification problem under partial state measurements, but for linear systems only. We construct worst-case (full-order) identifiers as well as their appropriate approximations which are numerically better conditioned for implementation. We will first study the SISO case in detail, which will allow us to introduce the solution concept, and discuss the main ideas in the derivation and verification of full-order and reduced-order identifiers without introducing cumbersome notation (which unfortunately cannot be escaped from in the MIMO case). By representing the system in output injection form in state space, we can apply the cost-to-come function method [6]–[9] as in [5] to obtain the full-order worst-case identifier, provided that the desired performance level is achievable. It will be shown that the worst-case identifier contains the Kreisselmeier observer as part of its structure. Our derivation leads to an optimum choice for the observer parameters which can be obtained from the solution of an algebraic Riccati equation. As in [5], the worst-case identifier structure obtained contains additional dynamics for the state estimates which are not present in the conventional LS identifiers. As the noise intensity in the measurements decreases, the full-order identifier becomes numerically ill-conditioned. To alleviate this, we construct an approximate (reduced-order) identifier that is simpler in structure by two integrators and is numerically much better conditioned for implementation. In contradistinction to the LS or LMS algorithms, where the cost functions are restricted to some fixed quadratic weight on the identification error, the worst-case identifier presented here is derived under an
arbitrary quadratic cost function. This freedom in the choice of the cost function permits further fine-tuning of the identifier to any specific application at hand. Since obtained under a worst-case analysis, the identifiers presented here possess guaranteed robustness properties which may not be present in LS or LMS identifiers. In particular, they can tolerate unmodeled dynamics and generate parameter estimates which satisfy prespecified attenuation bounds. Barring the complexity in notation, these results are easily generalizable to the MIMO case which is done here without providing detailed proofs.

The balance of the paper is organized as follows. In the next section, we provide a precise problem formulation for worst-case identification in SISO linear systems. Then, we briefly present in Section III, the well-known Kreisselmeier observer design that allows for the application of Kalman filter-based identification schemes. In Section IV, a worst-case identifier for the SISO problem is derived, and two special cases are discussed where the structure of the identifier can be simplified. We prove the optimality of the identifiers derived and discuss the similarities as well as the differences between these and the conventional ones presented in the previous section. Counterparts of these results in the MIMO case are summarized in Section V. An extensive simulation study of a third-order five-parameter SISO example is presented in Section VI to illustrate the theory. The paper ends with the concluding remarks of Section VII.

II. PROBLEM FORMULATION

We consider the class of SISO linear systems described by an nth order transfer function

\[ H(s) = \frac{b_m s^m + \cdots + b_0}{s^n + a_{n-1} s^{n-1} + \cdots + a_0} \]

where \( m < n \), and all coefficient terms are unknown. We write this system in the state-space representation form as

\[ \dot{x} = A_2 x + ay + ba \\
\]

\[ y = e'_1 x \]  

where \( e_i \) denotes the ith coordinate vector in \( \mathbb{R}^n \)

\[ A_2 = \begin{bmatrix} 0_{(n-1) \times 1} & I_{n-1} \\ 0 & 0_{1 \times (n-1)} \end{bmatrix} \]

\[ a = \begin{bmatrix} a_{n-1} \\ \vdots \\ a_0 \end{bmatrix} \quad b = \begin{bmatrix} 0_{(n-m-1) \times 1} \\ b_m \end{bmatrix} \]

\( b_m \) denotes the ith row of \( b \).

Here \( \theta \) is an \( r \)-dimensional unknown constant parameter, \( A_{11} \) and \( A_{12} \) are some known constant matrices (both of dimensions \( n \times r \)), \( A_2 \) is as defined above, and \( w \) is an \( n \)-dimensional unknown system noise whose components belong to \( L^\infty \). Note that the allowable class of disturbances is fairly general and includes in particular noises generated by unmodeled dynamics.

For the particular SISO system described above, the appropriate parameters and coefficient matrices are

\[ \theta = \begin{bmatrix} -a \\ b \end{bmatrix} \]

\[ A_{11} = \begin{bmatrix} I & 0_{n \times (m+1)} \end{bmatrix} \]

\[ A_{12} = \begin{bmatrix} 0_{(n-m-1) \times n} & 0_{(n-m-1) \times (m+1)} \\ 0_{(m+1) \times n} & I_{m+1} \end{bmatrix} \]

and \( r = m + 1 + n \). We will in fact study this problem with general (known) matrices \( A_{11} \) and \( A_{12} \) to allow for possible additional a priori information on the plant.

Even though this is the identification problem we wish to address in this paper, using a particular worst-case optimization technique (to be elucidated below), the singular nature of the underlying optimization problem forces us to embed this original problem in a larger class of parameterized identification problems, as in [5]. These are obtained by replacing the original measurement \( y \) by one that is contaminated by small measurement noise, \( v \), where \( \epsilon \) is a small positive scalar and \( v \) is an unknown \( L^\infty \) function. Hence this more general class, parameterized by \( \epsilon \), is described by the state and measurement equations

\[ \dot{x} = A_2 x + (A_{11} y + A_{12} u) \theta + w \]

\[ y = e'_1 x + v \]  

Clearly, the original problem can be recovered as a special case of this more general one by either setting \( \epsilon = 0 \) or taking the measurement noise \( v \) to be identically zero. Furthermore, any robustness result (such as satisfaction of a disturbance attenuation bound) to be derived for this problem will apply (with additional margin of robustness) to the original problem. Of course, this measurement noise-perturbed problem would also be of independent interest, as any identification scheme developed for it would exhibit robustness to unmodeled measurement inaccuracies. It should be noted that when the measurement noise \( v \) is actually present, then the substitution of \( x_t \times y \) in the system dynamics (3a) is based on the understanding that the disturbance \( w \) includes, in part, the measurement noise \( v \).

Henceforth, we work with the general perturbed model (3a) and (3b). For this system, we seek an estimate \( \hat{\theta}(t) \) of the unknown parameter vector \( \theta \) to be generated by

\[ \hat{\theta}(t) = \delta(t, y[0, \tau], u[0, \tau]) \]  

where \( \delta \) is an identifier (equivalently, estimator—yet to be determined) which is piecewise continuous in \( \tau \) and Lipschitz continuous in \( y[0, \tau] \) and \( u[0, \tau] \). Let us denote the class of these admissible identifiers by \( \Delta \).

Our objective, succinctly stated, is to find an identifier \( \delta \in \Delta \) that minimizes an appropriate norm of the identification
error under the worst choices of the uncertainty quadruple \((x_0, \theta, w_{(0, \infty)}, v_{(0, \infty)})\). One way of formulating this objective is to view the identification problem as a disturbance attenuation problem (as in \(H^\infty\) control), where the disturbance to be attenuated is the uncertainty quadruple above, and the output is the identification error (see [5] for further motivation for this approach to identification). Accordingly, we introduce as a natural candidate the performance index

\[
L(\delta) = \sup_{x_0, \theta, w_{(0, \infty)}, v_{(0, \infty)}} \frac{\|\theta - \tilde{\theta}(t)\|^2_{Q(t, w_{(0, \infty)}, v_{(0, \infty)})}}{\|w(t)\|^2 + \|v(t)\|^2 + \|\theta - \tilde{\theta}_0\|^2_{Q_0} + \|x_0 - \tilde{x}_0\|^2_{P_0}} \tag{5}
\]

where \(\| \cdot \|_P\) denotes an appropriate dimensional \(L^2\) (semi-)norm, weighted by \(R\), and \(\| \cdot \|_P\) denotes a Euclidean norm, weighted by \(P\). We assume that \(Q(\cdot, \cdot, \cdot) \geq 0, P_0 > 0, Q_0 > 0, \tilde{\theta}_0\) and \(\tilde{x}_0\) are some initial estimates for \(\theta\) and \(x_0\), respectively. The weighting matrix \(P_0\) will be chosen in such a way as to reduce the order of the optimal identifier to be obtained, as to be discussed later.

The optimal performance level is the quantity \(\gamma^*\) defined by

\[
\gamma^* := \inf_{\delta \in \Delta} \{ L(\delta) \}^{1/2}. \tag{6}
\]

As well known in linear and nonlinear \(H^\infty\) control [10], we can associate with this system a class of soft-constrained differential games, indexed by a parameter \(\gamma > 0\), with a cost function

\[
J_\gamma(\delta; x_0, \theta, w_{(0, \infty)}, v_{(0, \infty)}) = \int_0^\infty \left\{ \|\theta - \tilde{\theta}(t)\|^2_{Q(t, w_{(0, \infty)}, v_{(0, \infty)})} - \gamma^2\|w(t)\|^2 + \|v(t)\|^2 \right\} dt \tag{7}
\]

where \(\delta\) is the minimizer and the quadruple \((x_0, \theta, w_{(0, \infty)}, v_{(0, \infty)})\) the maximizer. By [10], the quantity \(\gamma^*\) is the "smallest" value of \(\gamma\) such that this game has a zero upper value.

Given an achievable performance level \(\gamma > 0\), we will say that a particular estimator \(\tilde{\delta} \in \Delta\) achieves that level, if

\[
\sup_{x_0, \theta, w_{(0, \infty)}, v_{(0, \infty)}} J_\gamma(\tilde{\delta}; x_0, \theta_0, w_{(0, \infty)}, v_{(0, \infty)}) = 0. \tag{8}
\]

This completes the formulation of the worst-case identification problem. We will present the solution to this problem in Section IV which will be parameterized by \(\varepsilon > 0\). In the same section, we will also study the limiting case as \(\varepsilon\) approaches zero which captures formally the situation when the measurement is almost noise free—the problem of real interest to us. To be able to come our results with the existing identification schemes based on the Kreisselmeier observer design, we first present, in the next section, an overview of the latter.

### III. Kreisselmeier Observer Design

For the identification of the parameter vectors \(a\) and \(b\) in (1), a general methodology was developed in [2], where stable prefilterers for both the measurement \(y\) and control input \(u\) were introduced so as to reduce the problem to one where the LS method can be directly applied. These prefilterers are known as the Kreisselmeier observer.

The prefilterers are constructed as follows. First choose an \(n\)-dimensional vector \(f\) such that the matrix

\[
A_f := A_2 + [f \ 0_n \times (n-1)] \tag{9}
\]

is Hurwitz. Then, filter the signals \(y\) and \(u\) through two \(n\)-dimensional prefilterers

\[
\dot{\eta} = A_f \eta + \varepsilon \eta y; \quad \eta(0) = 0 \tag{10}
\]

\[
\dot{\lambda} = A_f \lambda + \varepsilon \lambda u; \quad \lambda(0) = 0. \tag{11}
\]

As a result of this prefiltering operation, the state variable \(x\) for the system (1a) and (1b) satisfies the following algebraic equation in terms of \(\eta\) and \(\lambda\):

\[
x = -\sum_{i=0}^{n-1} (f_i + a_i) A_f^i \eta + \sum_{i=0}^{n-1} b_i A_f^i \lambda + \varepsilon
\]

where \(A_f^i\) is the \(i\)th power of \(A_f\), and \(\varepsilon\) satisfies the linear differential equation

\[
\dot{\varepsilon} = A_f \varepsilon; \quad \varepsilon(0) = x_0.
\]

Since the matrix \(A_f\) is stable, the term \(\varepsilon\) goes to zero exponentially fast as \(t \to \infty\). Ignoring this exponentially decaying term, we have

\[
y = -\sum_{i=0}^{n-1} (f_i + a_i) A_f^i \eta + \sum_{i=0}^{n-1} b_i A_f^i \lambda.
\]

Hence, the parameter vectors \(a\) and \(b\) can be identified from the above equality using the standard LS method.

Although the Kreisselmeier observer provides a method to solve the SISO continuous-time identification problem, the choice of the vector \(f\) is still quite arbitrary apart from the requirement that \(A_f\) be stable, and it does not address any optimality property of the resulting identification scheme, nor its robustness to inaccuracies in modeling.

In the next section, we study the worst-case identification problem formulated in Section II. A byproduct of this analysis will be a verification of the fact that the Kreisselmeier observer structure with the parameters \(f\) fixed at certain "optimal" values is part of a minimax identifier.

### IV. Worst-Case Identification

To apply the general framework of affine quadratic minimax controller design [5], [6] to the problem at hand, we first associate with (3a) and (3b) the natural simple dynamics

\[
\dot{\theta} = 0.
\]

In terms of \(\xi := (\theta', x')\), the system is now described by the following dynamic equations:

\[
\dot{\xi} = \begin{bmatrix} 0 & 0_r \times x_r & y_{A_{11}} + u A_{12} & A_2 \end{bmatrix} \xi + \begin{bmatrix} 0 & 0_r \times x_r \end{bmatrix} w
\]

\[
:= A \xi + \tilde{D} u; \quad \xi(0) = \xi_0 := \begin{bmatrix} \theta & x_0 \end{bmatrix}
\]

\[
y = \begin{bmatrix} 0 & e_1 \right \xi + cv
\]

\[
:= C \xi + cv. \tag{13}
\]
The soft-constrained game cost function, $J_r$, can similarly be expressed as follows, in terms of the state variable $\xi$:

$$J_r(\xi; \xi_0, w_{(0,\infty)}, v_{(0,\infty)}) =$$

$$\int_0^\infty \left\{ |\xi - \xi_0|^2 + \frac{1}{\gamma^2} (|w(t)|^2 + |v(t)|^2) \right\} dt$$

$$- \gamma^2 |\xi_0 - \xi_0|^2_{Q_0}$$

(14)

where

$$Q := \begin{bmatrix} Q & 0_{n \times r} \\ 0_{r \times n} & 0_{r \times r} \end{bmatrix}; \quad Q_0 := \begin{bmatrix} Q_0 & 0_{n \times r} \\ 0_{r \times n} & P_0 \end{bmatrix}$$

$$\dot{\xi} := \begin{bmatrix} \dot{x} \\ \dot{\vartheta} \end{bmatrix}; \quad \dot{\xi}_0 := \begin{bmatrix} \vartheta_0 \\ x_0 \end{bmatrix}$$

and $\dot{x}$ denotes an estimate for the state variable $x$, and $\dot{\vartheta}$ denotes an estimate for $\vartheta$.

For the minimax problem (12)–(14), we introduce the cost-to-come function [6]–[9]

$$W_r(t, \xi, \xi_0, y_{[0,t]}, u_{[0,t]}) :=$$

$$\max_{\xi_0, w_{(0,t]}, v_{(0,t]}, y_{[0,t]}, u_{[0,t]}, \xi(t) = \xi}$$

$$\int_0^t \left| \xi - \xi_0 \right|^2_{Q(t)} + \frac{1}{\gamma^2} \left( |w|^2 + \frac{1}{c^2} |y - C\xi|^2 \right) dt$$

$$- \gamma^2 |\xi_0 - \xi_0|^2_{Q_0}$$

(15)

where the max operation is over all initial conditions $\xi_0$ and disturbance trajectories $w_{(0,t]}$ which, along with the input history $u_{[0,t]}$, generate the output $y_{[0,t]}$ and ensure that the terminal state satisfies the boundary condition $\xi(t) = \xi$.

Using dynamic programming, this cost-to-come function can be rewritten in the simpler quadratic form

$$W_r(t, \xi, \xi_0, y_{[0,t]}, u_{[0,t]}) = -m(t; \gamma, \gamma, y_{[0,t]}, u_{[0,t]})$$

$$- \gamma^2 |\xi(t) - \xi_0(t)|^2_{\Sigma_r(t; \gamma, y_{[0,t]}, u_{[0,t]})}$$

(16)

where

$$\dot{\Sigma} = -\Sigma \dot{A} - A \Sigma D \Sigma + \frac{1}{c^2} \Sigma' C - \frac{1}{\gamma^2} \Sigma$$

$$\Sigma(0) = Q_0$$

(17)

$$\dot{\xi} = A\xi + \frac{1}{c^2} \Sigma^{-1} C' (y - C\xi) + \frac{1}{\gamma^2} \Sigma^{-1} Q(\xi - \xi_0)$$

$$\dot{\xi}_0 = \xi_0$$

(18)

$$m = \frac{c^2}{\gamma^2} |y - C\xi|^2 - |\xi - \xi_0|^2_{Q_0}; \quad m(0) = 0$$

(19)

and $\dot{A}, \dot{C}$, and $\dot{D}$ were defined through (12) and (13). Note that $\Sigma$ satisfies a generalized Riccati differential equation (GRDE).

Now, partitioning this matrix as

$$\Sigma := \begin{bmatrix} \Sigma_1 & \Sigma_2 \\ \Sigma_2' & \Sigma_3 \end{bmatrix}$$

(20)

where $\Sigma_1$ is an $r \times r$-dimensional symmetric matrix, and substituting this structure into the forward GRDE (17), we arrive at the following coupled differential equations for $\Sigma_1$, $\Sigma_2$, and $\Sigma_3$:

$$\dot{\Sigma}_1 = -\Sigma_2 A_1 - A_1' \Sigma_2 - \frac{1}{\gamma^2} Q; \quad \Sigma_1(0) = Q_0$$

$$\dot{\Sigma}_2 = -\Sigma_2 A_2 - A_2' \Sigma_2 - \frac{1}{\gamma^2} e_1 e_1'; \quad \Sigma_2(0) = P_0$$

(21a)

$$\dot{\Sigma}_3 = -\Sigma_2 A_2 - A_2' \Sigma_2 - \frac{1}{\gamma^2} \Sigma_3 + \frac{1}{c^2} e_1 e_1'; \quad \Sigma_3(0) = P_0$$

(21b)

(21c)

where $A_1 := A_{11} y + A_{12} u$. Note that the last differential equation is decoupled from the first two. By standard results on Riccati equations, the matrix $\Sigma_3(t)$ is positive definite for all $t \geq 0$. Let us further introduce the following two matrices:

$$\Phi := \Sigma_3^{-1} \Sigma_2$$

$$\Xi := \Sigma_1 - \Sigma_2 \Sigma_3^{-1} \Sigma_2$$

(22)

(23)

It is straightforward to show that $\Phi$ and $\Xi$ satisfy the following matrix differential equations:

$$\dot{\Phi} = \left( A_2 - \frac{1}{c^2} \Sigma_3^{-1} e_1 e_1' \right) \Phi - A_1; \quad \Phi(0) = 0_{n \times r}$$

$$\dot{\Xi} = \frac{1}{c^2} \Phi' e_1 e_1' \Phi - \frac{1}{\gamma^2} Q; \quad \Xi(0) = Q_0.$$ (24)

(25)

The cost-to-come function $W_r(t, \xi, \xi_0, y_{[0,t]}, u_{[0,t]})$ is nonpositive if $\xi$ is chosen to be equal to $\xi$ and if, furthermore, the matrix $\Xi(t)$ is nonnegative definite for all $t \geq 0$ and all possible measurement waveforms $y_{[0,\infty)}$. Hence, we have the following result.

**Theorem 4.1:** For the worst-case identification problem described by (3a)–(7), we have the following for each fixed $c > 0$:

1. The optimal performance level $\gamma^*$ is given by

$$\gamma^* = \inf \{ \gamma > 0 : \text{the solution to (25), } \Sigma_r(t), \text{ is nonnegative definite for all } t \geq 0 \text{ and for all possible measurement waveforms } y_{[0,\infty)} \}.$$ (26)

2. For each $\gamma > \gamma^*$, the matrix $\Sigma_r(t)$ is positive definite for all $t \geq 0$ and all possible measurement waveforms $y_{[0,\infty)}$, and an identifier that achieves the performance level $\gamma$ is given by

$$\delta_r(t; y_{[0,t]}, u_{[0,t]}) = [I_{r \times r} \ 0_{r \times n}] \hat{\xi}$$

$$\dot{\xi} = \dot{\hat{\xi}} = \frac{1}{c^2} \left[ \Xi^{-1} y - \Xi^{-1} e_1 e_1' \Phi \right] C'(y - C\hat{\xi})$$

$$\dot{\hat{\xi}}(0) = \xi_0.$$ (27)

(28)

Furthermore, if in addition the following persistency of excitation condition:

$$\lim_{t \to \infty} \lambda_{\min} \left( \int_0^t \Phi' e_1 e_1' \Phi ds \right) = \infty$$

(29)

holds (where $\lambda_{\min}(X)$ is the minimum eigenvalue of the symmetric matrix $X$) and the disturbance quadruple $(x_0, \theta, w_{[0,\infty)}, v_{[0,\infty)})$ belongs to $L^2$, then the parameter estimates converge to the true value, i.e.,

$$\lim_{t \to \infty} \delta_r(t; y_{[0,t]}, u_{[0,t]}) = \theta.$$
Proof: We first note that the inequality
\[
\inf_{\xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} J_{\gamma}^t (\xi; \xi_0, w_0, \xi_0, w_0) \leq 0
\]
is equivalent to the one
\[
\inf_{\xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} J_{\gamma}^t (\xi; \xi_0, w_0, \xi_0, w_0) \leq 0
\]
for all \( t \geq 0 \)

where
\[
J_{\gamma}^t (\xi; \xi_0, w_0, \xi_0, w_0) := \int_0^t \left( |\xi - \xi_0|^2 + |w(t)|^2 + |v(t)|^2 \right) dt - \gamma^2 |\xi_0 - \xi_0|^2
\]

For each fixed \( t \geq 0 \), the second inf-sup problem can be rewritten as follows:
\[
\inf_{\xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} J_{\gamma}^t = \inf_{\xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} \sup_{\xi, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} J_{\gamma}^t
\]
\[
= \inf_{\xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} \sup_{\xi, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} W_{\gamma} (t, \xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0)
\]
The second equality holds since the estimate \( \hat{\xi} \) depends only on the measurement waveform \( y_0, w_0 \).

Now, for a fixed \( \gamma > 0 \), it is necessary to have \( \Sigma \) nonnegative definite for the existence of an identifier that achieves the performance level \( \gamma \), since if \( \Sigma \) has any negative eigenvalues then \( W_{\gamma} \) can be made arbitrarily large positive by an appropriate choice of the uncertainty. Because of the structure (20) for \( \Sigma \) and the positive-definiteness of its subblock matrix \( \Sigma_2 \), it is further necessary to have \( \Sigma_2 \) be nonnegative definite.

Now, fix a \( \gamma \) that is strictly larger than the right-hand side (RHS) of (26). Note that
\[
\Xi_{\gamma} (t) = \Xi_{\gamma} (t) + \left( \frac{1}{\gamma_1} - \frac{1}{\gamma_2} \right) \int_0^t Q ds
\]
for any \( \gamma_1 \) less than \( \gamma \) and larger than \( \gamma^* \). This, coupled with the fact that \( \Xi_{\gamma} (0) > 0 \), implies that \( \Xi_{\gamma} (t) > 0 \). This further implies that \( \Xi_{\gamma} (t) > 0 \). The identifiers (27) and (28) are well defined for this value of \( \gamma \). Substituting this identifier into the system, i.e., picking \( \xi = \xi \), leads to the following inequality:
\[
\sup_{\xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0} W_{\gamma} (t, \xi_0, \xi_0, w_0, \xi_0, w_0, \xi_0, w_0) \leq 0
\]
for any \( t \geq 0 \). Hence, the identifier achieves the performance level \( \gamma \).

So far, we have shown statement (1) and that the identifier (27) and (28) achieves the desired performance level \( \gamma \).

To prove the convergence of the parameter estimates, we note the following equality:
\[
\Xi_{\gamma} (t) = \frac{\gamma_1}{\gamma} \Xi_{\gamma} (t) + \left( 1 - \frac{\gamma_1}{\gamma} \right) \int_0^t \Phi' e_1 e_1 \Phi ds
\]
for any \( \gamma_1 \in (\gamma^*, \gamma) \), \( t \geq 0 \) and any measurement waveform \( y_0, w_0 \). This implies that under the persistency of excitation condition (29)
\[
\lim_{t \to \infty} \lambda_{\min} [\Xi_{\gamma} (t)] = \infty.
\]

We now note the following identity from (15) and (16):
\[
|\xi_0 - \hat{\xi}_0|^2 = |\xi (t) - \hat{\xi} (t)|^2 \implies 2 \int_0^t \left[ \frac{1}{\gamma_2} |\xi - \hat{\xi} (t)|_Q^2 + |w - \bar{\gamma} \Sigma (\xi - \hat{\xi})|^2 \right] ds.
\]

When the quadruple \( (x_0, \theta, y_0, w_0) \) belongs to \( L^2 \), the above equality implies that \( |\xi (t) - \bar{\gamma} \Sigma (\xi - \hat{\xi})|_Q^2 \) is uniformly bounded for \( t \in [0, \infty) \) which further implies that \( \rho(t) \) is uniformly bounded for \( t \in [0, \infty) \). This, coupled with the unboundedness of \( \Xi_{\gamma} (t) \), leads to the convergence of the parameter estimates \( \delta_{\gamma} (t) \).

Remark 4.1: Although Theorem 4.1 provides an implicit characterization for \( \gamma^* \), this optimal performance level is difficult to evaluate for a general cost matrix \( Q \). To check whether a given \( \gamma > 0 \) is larger than \( \gamma^* \) or not, one needs to show that the matrix function \( \Xi_{\gamma} (t; y_0, w_0, \xi) \) is positive definite for all possible measurement waveforms \( y_0, w_0 \) and \( t \geq 0 \). This validation procedure is almost impossible to carry out in general. There are some special choices of \( Q \), however, for which \( \gamma^* \) can be determined explicitly. One such choice is
\[
Q (t, y_0, w_0, \xi) = \frac{1}{c^2} \beta^t e_1 e_1 \Phi
\]
in which case \( \gamma^* = 1 \). Hence, this stands out as a natural choice for the error weighting matrix.

Another choice for the cost matrix \( Q \) of special interest is
\[
Q (t, y_0, w_0, \xi) = \Xi Q P \Xi
\]
where \( Q P \) is a positive definite constant matrix. This choice of \( Q \) weights the identification error heavily when the confidence level in the parameter estimates \( \Xi \) is high, but weights it lightly when the confidence level is low. For this choice, the matrix \( \Xi \) is uniformly bounded from above when the underlying system is stable which means that the identification gain does not converge to zero. Thus, whenever there is sufficient excitation in the system, we are guaranteed an exponential rate of convergence for the parameter estimates without covariance resetting. To compute the optimal performance level that is associated with this choice of the cost matrix, we observe that the worst-case covariance matrix \( \Xi^{-1} \) satisfies the following dynamics:
\[
\frac{d}{dt} (\Xi^{-1}) = \Xi^{-1} \frac{1}{c^2} \beta^t e_1 e_1 \Xi^{-1} + \frac{1}{\gamma^2} Q P
\]

Hence, the matrix \( \Xi^{-1} \) increases at most linearly in time when the system does not have excitation. Consequently, the matrix \( \Xi \) exists on \([0, \infty)\) for any value of \( \gamma > 0 \). The optimal performance level for this choice of \( Q \) is therefore zero.
The two choices above for the cost matrix $Q$ lead to precisely computable optimal performance levels for the worst-case identification problem. Obviously, any linear combination of these two choices will also lead to a well-defined and computable optimal performance level. Through simulations, we have observed that indeed such a combination of the two choices above leads to an identifier that performs the best.

**Simplification of the Identifier (27) and (28):** The identifier structure (27) and (28) can be simplified considerably if the matrix $P_0$ is chosen in such a way that makes $\Sigma_3$ time-invariant. We note that the matrix $A_2 - (1/\epsilon^2)\Sigma_3^{-1}e_1e_1^T$ is of the form $A_f$ introduced by (9) which is the system matrix for the Kreisselmeier observer. In the time-invariant case, the evaluation of the matrix function $\Psi(t)$ can be reduced to the evaluation of a $2n$-dimensional vector differential equation. By straightforward algebraic manipulations, we obtain the following simplified form of the worst-case identifier (27) and (28):

$$A_2\Pi + \Pi A_2' + I - \frac{1}{\epsilon^2}\Pi e_1 e_1^T \Pi = 0$$  \hspace{1cm} (30)

$$A_{f_{0}} := A_2 - \frac{1}{\epsilon^2}\Pi e_1 e_1^T$$  \hspace{1cm} (31)

$$\hat{\eta} = A_{f_{0}}\eta - e_1y; \hspace{1cm} \eta(0) = 0_{n \times 1}$$  \hspace{1cm} (32)

$$\lambda = A_{f_{0}}\lambda - e_1u; \hspace{1cm} \lambda(0) = 0_{n \times 1}$$  \hspace{1cm} (33)

$$\Phi = [\eta \hspace{1cm} A_{f_{0}}^T\eta \hspace{1cm} \cdots \hspace{1cm} A_{f_{0}}^{n+1}T\eta]A_{12}$$  \hspace{1cm} (34)

$$\frac{d}{dt}(\Xi^{-1}) = -\Xi^{-1}\left(\frac{1}{\epsilon^2}\Phi e_1 e_1^T\Phi - \frac{1}{\gamma^2}Q\right)\Xi^{-1}$$  \hspace{1cm} (35)

$$\Xi^{-1}(0) = Q^{-1}_0$$

$$\delta(t, y_{[0],[t]}, u_{[0],[t]}) = \hat{\theta}(t)$$  \hspace{1cm} (36)

$$\hat{\theta} = -\frac{1}{\epsilon^2}\Xi^{-1}\Phi e_1(y - e_1^T\hat{x}); \hspace{1cm} \hat{\theta}(0) = \hat{0}$$  \hspace{1cm} (37)

$$\hat{x} = A_{2}\hat{x} + (yA_{11} + uA_{12})\hat{\theta}$$

$$\hat{x}(0) = \hat{x}_0.$$  \hspace{1cm} (38)

The observation made above is put into precise terms in the following corollary.

**Corollary 4.1:** Consider the worst-case identification problem described by (3a)–(7), and let the initial condition $P_0$ be chosen as $\Pi^{-1}$, where $\Pi$ is the solution to the ARE (30). Then:

1) The optimal performance level $\gamma^*$ is given by

$$\gamma^* = \inf(\gamma > 0; \hspace{1cm} t \geq 0)$$

$$\Xi^{-1}(t),$$

positive definite for all $t \geq 0$ and all possible measurement waveforms $y_{[0,\infty)}$.  \hspace{1cm} (39)

2) For each $\gamma > \gamma^*$, the identifier defined by (30)–(38) achieves the desired performance level $\gamma$. Furthermore, if the persistency of excitation condition (29) is satisfied and the uncertainty quadruple $(x_0, \theta, u_{[0,\infty)}, v_{[0,\infty)})$ belongs to $C^2$, then the parameter estimates converge to the true value, i.e., $\lim_{t \to \infty} \hat{\theta}(t) = \theta$.

A comparison of the identifier (30)–(38) with that based on the Kreisselmeier observer shows that the minimax identifier (30)–(38) admits a Kreisselmeier observer structure. The parameter vector $f$ for the Kreisselmeier observer is fixed at an “optimal” value $(1/\epsilon^2)\Pi e_1$ which is further independent of the desired performance level $\gamma > 0$. Hence, as a byproduct of this study on the worst-case identification problem, we obtain a set of “optimal” parameter values for the Kreisselmeier observer. On the other hand, the identifier (30)–(38) is substantially different from Kreisselmeier observer-based identifiers in the sense that it contains additional filter dynamics for the state variable $x$ of the unknown plant which is coupled with the dynamics of $\hat{\theta}$ in a nontrivial way. A detailed comparison of the performances for these two identification schemes on an illustrative example is included in Section VI. Note that the filters (32) [respectively, (33)] for $y$ (respectively, $u$), serve the same purpose as (10) [respectively, (11)]. Here, we have designed them to filter $e_1y$ (respectively, $e_1u$) instead of $e_ny$ (respectively, $e_nu$) to avoid the multiplication of the matrix $A_{f_{0}}$ in the reconstruction of the matrix $\Phi$. Another remark is that when the parameter $\epsilon > 0$ is small, which corresponds to the case of weak measurement noise, the matrix $A_{f_{0}}$ includes terms of $O(1/\epsilon)$ whose implication is discussed next.

**Reduced-Order Identifier for $0 < \epsilon \ll 1$:** Consider the special case when the intensity of the measurement noise is very low which is formally captured by letting $\epsilon \ll 1$. As $\epsilon$ decreases to zero, the computation of the identifier (30)–(38), as well as the on-line computation of the parameter estimates, becomes numerically ill-conditioned. To alleviate this numerical stiffness problem, we will pursue a singular perturbation analysis to obtain an “approximate” identifier for (30)–(38) for sufficiently small values of $\epsilon$.

For ease of reference to the reader, we introduce below the complete set of dynamics for the approximate (reduced-order) identifier, followed by the arguments that lead to it. First, we define a $1 \times (n - 1)$-dimensional matrix $A_{21}$ and an $(n - 1) \times (n - 1)$-dimensional matrix $A_{22}$ by the following partitioning of the matrix $A_2$:

$$A_2 := \begin{bmatrix} 0 & A_{21} \\ A_{22} \end{bmatrix}.$$  \hspace{1cm} (40)

Using these two matrices, the approximate identifier can be written in the following form:

$$A_{22}\Pi + \Pi A_{22}' - \Pi A_{21}' A_{21}\Pi + I_{n-1} = 0$$  \hspace{1cm} (41)

$$A_{f_{0}} := A_2 - \Pi A_{21}' A_{21}$$  \hspace{1cm} (42)

$$\hat{\theta}_u = A_{f_{0}}\eta_u + \Pi A_{21}'\eta_u; \hspace{1cm} \eta_u(0) = 0$$  \hspace{1cm} (43)

$$\lambda = A_{f_{0}}\lambda + \Pi A_{21}'\lambda; \hspace{1cm} \lambda(0) = 0$$  \hspace{1cm} (44)

$$\Phi = [\eta_u \hspace{1cm} A_{f_{0}}^T\eta_u \hspace{1cm} \cdots \hspace{1cm} A_{f_{0}}^{n+1}T\eta_u]A_{12}$$

$$\frac{d}{dt}(\Xi^{-1}_s) = -\Xi^{-1}_s\left[\left(\Phi A_{21}' - A_{21}\right)^T\right]$$

$$\Xi^{-1}_s.$$

Using these two matrices, the approximate identifier can be written in the following form:

$$A_{21}\Pi + \Pi A_{21}' - \Pi A_{21}' A_{21}\Pi + I_{n-1} = 0$$  \hspace{1cm} (41)

$$A_{f_{0}} := A_2 - \Pi A_{21}' A_{21}$$  \hspace{1cm} (42)

$$\hat{\theta}_u = A_{f_{0}}\eta_u + \Pi A_{21}'\eta_u; \hspace{1cm} \eta_u(0) = 0$$  \hspace{1cm} (43)

$$\lambda = A_{f_{0}}\lambda + \Pi A_{21}'\lambda; \hspace{1cm} \lambda(0) = 0$$  \hspace{1cm} (44)

$$\Phi = [\eta_u \hspace{1cm} A_{f_{0}}^T\eta_u \hspace{1cm} \cdots \hspace{1cm} A_{f_{0}}^{n+1}T\eta_u]A_{12}$$

$$\frac{d}{dt}(\Xi^{-1}_s) = -\Xi^{-1}_s\left[\left(\Phi A_{21}' - A_{21}\right)^T\right]$$

$$\Xi^{-1}_s.$$  \hspace{1cm} (45)
\[ \delta_s(t, y, 0, \epsilon), u(0, \epsilon) = \hat{\theta}_s \]
\[ \dot{\hat{\theta}}_s = -\Sigma^{-1} (\Phi_s A_{21} - A_1 e_1) \frac{1}{\epsilon} (y - e_1 s) \]
\[ \dot{s}_s = A_1 \hat{\theta}_s + A_2 s_s + \left[ \Pi_s A_{21} + \Phi_s \Sigma^{-1} (\Phi_s A_{21} - A_1 e_1) \right] \]
\[ \dot{s}_s = \frac{1}{\epsilon} (y - e_1 s) \quad \hat{s}_s(0) = \bar{s}_0. \]

The ARE (30) is of the standard singularly perturbed form with respect to the parameter \( \epsilon \). Thus, its solution \( \Pi \) can be shown to admit the following approximation [11]:
\[ \Pi = \begin{bmatrix} \epsilon + O(\epsilon^2) & \epsilon A_{21} + O(\epsilon^2) \\ \epsilon \Pi_s A_{21} + O(\epsilon^2) & \Pi_s + O(\epsilon) \end{bmatrix} \]

where \( \Pi_s \) is the solution to ARE (40). Given the above equality, the matrix \( A_{fo} \) can be expressed as
\[ A_{fo} = \begin{bmatrix} \frac{1}{\epsilon} + O(1) & A_{21} \\ -\frac{1}{\epsilon} \Pi_s A_{21} + O(1) & A_{22} \end{bmatrix} \]

This specific structure allows a time-scale decomposition of the filters (32) and (33). For (32), first introduce the state transformation \( \eta = (\eta_1, \eta_2)' \); then the filter is described in the standard singularly perturbed form with the state variables \( (\eta_1, \eta_2)' \). The slow dynamics for (32) [respectively, (33)] are exactly (42) [respectively, (43)]. Some further straightforward algebraic manipulations on the identifier (30)–(38) lead to the approximate identifier (40)–(48), after neglecting fast filter variables and higher-order terms of \( \epsilon \).

The optimality of the approximate identifier (40)–(48) is established in the following theorem.

**Theorem 4.2**: Consider the worst-case identification problem described by (3a)–(7). Let the initial condition \( P_0 \) be chosen as \( \Pi^{-1} \), where \( \Pi \) is the unique positive definite solution to the ARE (30). The reduced-order identifier \( \delta_s \) given by (40)–(48) achieves the desired performance level \( \gamma > 0 \), if the following GRDE admits a nonnegative definite solution \( \Sigma \) on \( t \geq 0 \) for any measurement waveform \( y(0, t) \)
\[ \dot{\Sigma} = -\Sigma A - A' \Sigma - \frac{1}{\gamma^2} Q - \Sigma (D' D' + \tilde{H} \tilde{H}') \Sigma \]
\[ -\frac{1}{\epsilon} \Sigma \tilde{H} C - \frac{1}{\epsilon} C' \tilde{H} \Sigma \]
\[ \hat{\Sigma}(0) = \bar{Q}_0 \]

where
\[ \tilde{H} := \begin{bmatrix} \Sigma^{-1} (\Phi_s A_{21} - A_1 e_1) \\ -\Pi_s A_{21} + \Phi_s \Sigma^{-1} (A_1 e_1 - \Phi_s A_{21}) \end{bmatrix} \]

**Proof**: Introduce \( \tilde{\xi}_s := (\hat{\xi}_s, \hat{\xi}_s)' \) and \( \xi_s = \xi - \hat{\xi}_s \). It is then straightforward to obtain the following dynamic equation for \( \hat{\xi}_s \):
\[ \dot{\hat{\xi}}_s = \tilde{A} \hat{\xi}_s + \tilde{D} w + \tilde{H} \frac{1}{\epsilon} (y - \tilde{C} \hat{\xi}_s). \]

Under the reduced-order identifier (40)–(48), the cost function (7) can be rewritten as
\[ J^*_s(x_0, \theta, w[, 0, \infty), v(0, \infty)) := J_s(\delta_s, x_0, \theta, w[, 0, \infty), v(0, \infty)) \]
\[ = \int_0^\infty \left[ \| \xi(0) \|_Q^2 - \gamma^2 (\| w \|^2 + \| v \|^2) dt - \gamma^2 \| \hat{\xi}(0) \|_{Q_0}^2 \right] \]

By an argument similar to that used in the proof of Theorem 4.1, proving the validity of the bound
\[ \sup_{x_0, \theta, w[, 0, \infty), v(0, \infty)} J^*_s(x_0, \theta, w[, 0, \infty), v(0, \infty)) \leq 0 \]

is equivalent to showing that
\[ W^*(t, \tilde{\xi}, y[, 0, t), u[, 0, t)) := \sup_{x_0, \theta, w[, 0, \infty), v(0, \infty), \tilde{\xi}(0)=\tilde{\xi}} \int_0^t \left[ \| \xi(0) \|_Q^2 - \gamma^2 (\| v \|^2 + \frac{1}{\epsilon^2} l y - \tilde{C} \xi + \tilde{C} \xi^2) \right] ds \]
\[ -\gamma^2 \| \hat{\xi}(0) \|_{Q_0}^2 \leq 0 \]

for all \( t \geq 0 \) and any measurement waveform \( y[, 0, t) \).

By a “completion of squares” argument, the function \( W^*(t, \tilde{\xi}, y[, 0, t), u[, 0, t)) \) can be shown to be less than or equal to \( -\gamma^2 \| \xi(0) \|_{Q_0}^2 \). This completes the proof of the theorem.

Checking the nonnegative definiteness of \( \Sigma \) in advance for all possible measurement waveforms may not be possible. We observe, however, the following useful relationship between \( \Sigma^{-1} \tilde{C}' \) and \( \tilde{H} \), where \( \Sigma \) is the solution of the GRDE (17) with \( P_0 = \Pi \):
\[ \Sigma^{-1} \tilde{C}' = \epsilon \tilde{H} + O(\epsilon^2). \]

Hence, roughly speaking, the matrix function \( \hat{\Sigma} \) approximates \( \Sigma \) for sufficiently small values of \( \epsilon \). This, in fact, holds for a wide class of measurement waveforms, as to be determined shortly.

Motivated by the results of [5], we introduce the following set of measurement waveforms and corresponding disturbance set to formally characterize the closeness of performances for the full-order identifier (30)–(38) and the approximate (reduced-order) identifier (40)–(48).

\[ \mathcal{LBP}_{EPW}^A(L, M, \tilde{\nu}, T_m, K) \]: This is the set of all waveforms \( y[, 0, \infty) \) that satisfy the following four conditions for some positive constants \( L, M, \tilde{\nu}, T_m \), and integer \( K \).
1) There exist \( K < \infty \) time instances \( 0 < t_1 < \cdots < t_K < \infty \), such that
\[ \min_{k \in \{1, \cdots, K\}} t_k - t_{k-1} \geq T_m. \]
2) \[ \| A_1[y(t') - y(t)] + A_2[u(t') - u(t)] \|_2 \leq L |t' - t|, \]
\[ \forall t', t \in [0, t_1), \text{ or } \forall t', t \in [t_k, t_{k+1}), k = 1, \cdots, K - 1, \text{ or } \forall t', t \in [t_K, \infty). \]
3) \[ \| A_1 \|_2 \leq M \text{ for all } t \geq 0. \]
4) \[ \Xi(t) \geq (t + 1)p I, \text{ for all } t \geq 0. \]
$W[LBP_{EPW}(L, M, \bar{P}, T_m, K)]$: This is the set of all disturbance quadruples $(x_0, \bar{P}, T_{0\infty}, v_{0\infty})$ that lead to a measurement waveform $y_{0\infty}$ that belongs to the set $LBP_{EPW}(L, M, \bar{P}, T_m, K)$.

In terms of this notation, we can now state and prove the following result.

**Corollary 4.2**: Consider the SISO system (3a) and (3b) with the game cost function (7) indexed by $\gamma$. Let the initial cost matrix $P_0$ be chosen as $\Gamma^{-1}$, where $\Gamma$ is the positive definite solution to the ARE (30). For any $\gamma > \gamma^*$, where $\gamma^*$ is defined by (39) and any disturbance within the set $W[LBP_{EPW}(L, M, \bar{P}, T_m, K)]$, the reduced-order identifier $\delta_\epsilon$ given by (40)–(48) achieves the disturbance attenuation level $\gamma$ for sufficiently small $\epsilon > 0$, i.e.,

$$
\sup_{(x_0, \theta, \omega_{0\infty}, \theta_{0\infty}) \in W[LBP_{EPW}(L, M, \bar{P}, T_m, K)]} \left\{ J_f (\delta_\epsilon; x_0, \theta, \omega_{0\infty}, \theta_{0\infty}) = 0 \right\} \tag{51}
$$

Furthermore, if $(x_0, \theta, \omega_{0\infty}, \theta_{0\infty}) \in W[LBP_{EPW}(L, M, \bar{P}, T_m, K)] \cap L^2$, then the parameter estimates $\theta(t)$ converge to the true value $\theta_{EPW}$ as $t \to \infty$ for sufficiently small values of $\epsilon$.

**Proof**: Since there are at most $K$ discontinuities in the measurement waveform $y_{0\infty}$, it is sufficient to prove the theorem for the case when $K = 0$.

To study the solution to GRDE (49) more closely, partition the matrix $\Sigma$ as

$$
\Sigma = \begin{bmatrix}
\Sigma_1 & \Sigma_2 \\
\Sigma_2' & \Sigma_3
\end{bmatrix}
$$

where $\Sigma_1$ is an $r \times r$-dimensional symmetric matrix. Introduce further the notation

$$
\Sigma_3 := \begin{bmatrix}
\Sigma_{31} & \Sigma_{32} \\
\Sigma_{32}' & \Sigma_{33}
\end{bmatrix}, \quad \Sigma_3^{-1} \Sigma_2' := \begin{bmatrix}
\Sigma_{21}' \\
\Sigma_{22}'
\end{bmatrix}
$$

where $\Sigma_{31}$ is a scalar and $\Sigma_{21}$ is a $1 \times r$-dimensional matrix.

Using a “Lyapunov function” approach similar to that used in the proof of [5, Th. 5.5], one can establish validity of the following approximations:

$$
\begin{align*}
\dot{\Sigma}_{31} &= 1 + O(\epsilon^2); \\
\dot{\Sigma}_{32} &= -A_{21} + O(\epsilon) \\
\tilde{\Sigma}_{33} &= \Pi^{-1}\Gamma + O(\epsilon) \\
\tilde{\Sigma}_{21} &= A_{21} \Phi_s - c_i^t A_1 + O(\epsilon) \\
\tilde{\Sigma}_{22} &= \Phi_s + O(\epsilon); \\
\Xi(t) &= \Xi(t) + (t + 1)O(\epsilon)
\end{align*}
$$

on the entire time interval $[0, \infty)$.

Then, the existence and nonnegative-definiteness of the matrix $\Sigma$ follow on $[0, \infty)$ for sufficiently small $\epsilon$ which further implies that the reduced-order identifier achieves the disturbance attenuation level $\gamma$ on the set of disturbances $W[LBP_{EPW}(L, M, \bar{P}, T_m, K)]$. Since $\lim_{t \to \infty} \lambda_{\min}(\Xi(t)) = \infty$ and

$$
|\xi(0)|^2_{Q_0} = |\xi(t)|^2_{\Sigma(t)} + \int_0^t \left[ \frac{1}{\gamma^2} |\xi|_{1\Sigma}^2 + \left( |w| - \overline{\Sigma} \xi \right)^2 \right] ds
$$

the parameter estimates $\hat{\theta}(t)$ must converge to $\theta$ as $t \to \infty$.

This completes the proof of the corollary. $\square$

**Remark 4.2**: Although the reduced-order identifier (40)–(48) is only two-integrator simpler in structure than the identifier (30)–(38), it avoids an interconnection between a fast dynamics and a nonlinear dynamics. Thus, the reduced-order identifier is expected to be numerically well conditioned for small values of $\epsilon$. This observation is corroborated by the example presented in Section VI, where the total simulation time for a system using the reduced-order identifier (40)–(48) was found to be at least one-third shorter than that needed for the identifier (30)–(38).

The reduced-order worst-case identifier requires $[(n + m + 1)(n + m + 2) + 4n + m - 2]$ integrators in its structure, while the conventional identifier requires $[(n + m + 1)(n + m + 2)] + 3n + m$ integrators, with the difference being $n - 2$; hence in this sense the former is inferior to the latter. On the other hand, the reduced-order identifier exhibits much better performance against nonzero initial conditions, a wide range of unknown parameter values and nonstochastic disturbance inputs, as to be demonstrated in the context of a simulation example in Section VI. In addition, the reduced-order worst-case identifier ensures satisfaction of a disturbance attenuation bound. There is clearly a tradeoff between robust performance and computational complexity, and since the difference in complexity between the two identifiers is only linear in $n$, the reduced-order worst-case identifier stands out as the winner in this comparison.

V. EXTENSION TO THE MIMO CASE

We now turn to study the worst-case identification problem for MIMO linear systems. The plant is known to have $p$ inputs, $m$ outputs, and a set of fixed observability indexes $\{n_1, \ldots, n_m\}$. Hence, it is $n := \sum_{i=1}^m n_i$ dimensional. We assume that the plant is controllable and observable and that the outputs are linearly independent, i.e., there is no $m$-dimensional nonzero vector $k$ such that $k'y$ is identically zero for any $L^2$ control input signal. By the results of [3], this class of plants can be described by the following state space model:

$$
\dot{x} = A_x x + F y + B u
$$

$$
y = C x + G y
$$

where

$$
A_2 = \text{block diagonal } \{ A_{21}^{(2)}, \ldots, A_{2m}^{(m)} \}
$$

$$
A_{2i}^{(i)} = \begin{bmatrix} 0_{(n_i-1)\times1} & I_{n_i-1} \\ 0_{1\times(n_i-1)} & 0_{1\times1} \end{bmatrix} \quad i = 1, \ldots, m
$$

$$
F = \begin{bmatrix} f^{(1)} & \cdots & f^{(m)} \end{bmatrix}; \quad B = [b^{(1)} \cdots b^{(m)}]
$$

$$
C = \text{block diagonal } \{ C^{(1)}, \ldots, C^{(m)} \}
$$

$$
C^{(i)} = \begin{bmatrix} 1 & 0_{(n_i-1)\times1} \end{bmatrix}; \quad G = [g^{(1)} \cdots g^{(m)}]
$$

and the matrix $G$ is further strictly lower triangular.

Since our interest is in obtaining a parameter identifier that is robust with respect to exogenous noise and disturbances which do not necessarily admit stochastic descriptions, we let the plant dynamics be perturbed by additive noise $w$ and the
measurement $y$ be “contaminated” by measurement noise $Ev$, where the matrix $E$ is taken to be

$$E := \text{diagonal } \{\epsilon_1, \ldots, \epsilon_m\}$$

and $\epsilon_i$, $i = 1, \ldots, m$ are positive scalars. Hence, we consider the following general model:

$$\dot{x} = A_2 x + \left[ \sum_{i=1}^{m} y_i A_{11}^{(i)} + \sum_{i=1}^{p} u_i A_{12} \right] \theta_1 + w; \quad x(0) = x_0$$

$$y = C x + \sum_{i=1}^{m} y_i G^{(i)} \theta_2 + Ev$$

where $\theta_1$ is an $r_1$-dimensional unknown constant parameter; $\theta_2$ is an $r_2 - r_1$-dimensional unknown constant parameter; $A_{11}^{(i)}$, $i = 1, \ldots, m$ and $A_{12}$, $i = 1, \ldots, p$ are known constant matrices of dimensions $n \times r_1$; $A_2$, $C$, and $E$ are as defined above; $w$ is the $n$-dimensional system noise; and $v$ is an $m$-dimensional measurement noise. The matrices $G^{(i)}$, $i = 1, \ldots, m$ further satisfy the following property due to the strict lower triangular structure of $G$:

$$G^{(i)} := \begin{bmatrix} G_{11}^{(i)} \\ \vdots \\ G_{jj}^{(i)} \\ \vdots \\ G_{mm}^{(i)} \end{bmatrix}, \quad i = 1, \ldots, m$$

$$C_{ij}^{(i)} = 0_{1 \times r_2}, \quad i \geq j, \quad i = 1, \ldots, m, \quad j = 1, \ldots, m$$

where the subblock matrices $G_{ij}^{(i)}$ are of dimensions $1 \times r_2$, $i = 1, \ldots, m$, $j = 1, \ldots, m$.

Denote the unknown parameters $(\theta_1', \theta_2')$ by $\theta$. The objective is again to determine an estimate $\hat{\theta}$ for $\theta$ using a policy (4) that minimizes the performance index (5). The optimum performance level is again denoted by $\gamma^*$ as in (6).

As in the SISO case, we transform the problem to one where the general framework of affine quadratic minimax controller design is applicable. This is done by associating the natural dynamics $\hat{\theta} = 0$ with the system (54) and (55) and by following an analysis similar to that in the SISO case. This leads to the counterpart of Theorem 4.1 which is stated below as Theorem 5.1, after introducing the expressions for the full-order identifier

$$\dot{\Sigma}_3 = -A_2 A \Sigma_3 - \Sigma_3 A_2 - \Sigma_3 \Sigma_3 + C'(EE')^{-1} C \Sigma_3(0) = P_0$$

$$A_{fo} := A_2 - \Sigma_3^{-1} C'(EE')^{-1} C$$

$$\Phi = A_{fo} \Phi + \sum_{i=1}^{m} [-A_{11}^{(i)} \Sigma_3^{-1} C'(EE')^{-1} G^{(i)}] y_i$$

$$+ \sum_{i=1}^{p} [-A_{12}^{(i)}] u_i; \quad \Phi(0) = 0_{n \times r_2}$$

$$\dot{\Sigma}_3 = (\Phi' C' - \Phi' G)(EE')^{-1}(\Phi C - \Phi) - \frac{1}{\gamma^2} Q$$

$$\Sigma_3(0) = Q_0$$

$$G := 0_{m \times r_1} + \sum_{i=1}^{m} y_i G^{(i)}$$

$$\delta(t, y_0, u_0, t) = \hat{\theta}(t)$$

$$\hat{\theta}(0) = \hat{\theta}_0$$

$$\dot{\hat{\theta}} = A_2 \hat{x} + \hat{A}_1 \hat{\theta}[\theta_2[\theta']^{-1} (C' - \hat{G}) \hat{\theta}] + \Sigma_2^{-1} C'_i$$

$$\hat{A}_1 := \left[ \sum_{i=1}^{m} y_i A_{11}^{(i)} + \sum_{i=1}^{p} u_i A_{12}^{(i)} \right] 0_{n \times r_2}$$

$$\dot{\hat{\theta}} = (\Phi' C' - \Phi' G)(EE')^{-1}(\Phi C - \Phi) - \frac{1}{\gamma^2} Q$$

$$\Sigma_3(0) = Q_0$$

$$G := 0_{m \times r_1} + \sum_{i=1}^{m} y_i G^{(i)}$$

$$\delta(t, y_0, u_0, t) = \hat{\theta}(t)$$

$$\hat{\theta}(0) = \hat{\theta}_0$$

$$\dot{\hat{\theta}} = A_2 \hat{x} + \hat{A}_1 \hat{\theta}[\theta_2[\theta']^{-1} (C' - \hat{G}) \hat{\theta}] + \Sigma_2^{-1} C'_i$$

$$\hat{A}_1 := \left[ \sum_{i=1}^{m} y_i A_{11}^{(i)} + \sum_{i=1}^{p} u_i A_{12}^{(i)} \right] 0_{n \times r_2}$$

Theory 5.1: Consider the worst-case identification problem for the MIMO linear system (54) and (55) with the cost function (5), and let the optimal performance level $\gamma^*$ be defined as in (6). Then, we have the following.

1) The optimal performance level $\gamma^*$ is given by

$$\gamma^* = \inf \{ \gamma > 0: \text{the solution to (59), } \Xi_\gamma(t), \}$$

is nonnegative definite for all $t \geq 0$ and all possible measurement waveforms $y(0, \infty)$. (65)

2) For each $\gamma > \gamma^*$, the matrix $\Xi_\gamma(t)$ is positive definite for all $t \geq 0$ and all possible measurement waveforms $y(0, \infty)$, and the identifier (56)–(64) achieves the desired performance level $\gamma$. Furthermore, if the following persistence of excitation condition:

$$\lim_{t \to \infty} \lambda_{\min} \left[ \int_0^t (\Phi' C' - \Phi' G)(EE')^{-1}(C' - \Phi G) ds \right] = \infty$$

holds, and the disturbance quadruple $(x_0, \theta$, $y(0, \infty), u(0, \infty))$ belongs to $L^2$, then the parameter estimates converge to the true parameter value, i.e., $\lim_{t \to \infty} \theta(t) = \theta$.

Proof: The theorem can be proved by following steps similar to those used in the proof of Theorem 4.1.

Simplification of the Identifier (56)–(64): The identifier structure (56)–(64) can be simplified by a proper choice of the initial weighting matrix $P_0$, to result in a time-invariant $\Sigma_3$, and by further utilizing the block diagonal structure of the system matrices. Toward this end, we introduce the following notation:

$$A_{11}^{(i)} := \begin{bmatrix} A_{11}^{(i)(1)} \\ \vdots \\ A_{11}^{(i)(m)} \end{bmatrix}, \quad i = 1, \ldots, m$$

$$A_{12}^{(i)} := \begin{bmatrix} A_{12}^{(i)(1)} \\ \vdots \\ A_{12}^{(i)(m)} \end{bmatrix}, \quad i = 1, \ldots, m$$

where the subblock matrices $A_{11}^{(i)}$ and $A_{12}^{(i)}$ are of dimensions $n_j \times r_1$, $i = 1, \ldots, m$, $j = 1, \ldots, m$.

In terms of this notation, and using some additional straightforward algebraic manipulations, we arrive at the following simplified form of the identifier (56)–(64):

$$A_{11}^{(i)} + \Pi_{11}^{(i)} A_{12}^{(i)} \Pi_{11}^{(i)} + I_{m, \gamma^2} \Pi_{11}^{(i)} C^{(i)} A^{(i)} = 0$$

$$i = 1, \ldots, m$$

(67)
\[ A_{j_0}^{(i)} := A_2^{(i)} - \frac{1}{c_t^2} \Pi^{(i)} C^{(i)'} C^{(i)}; \quad i = 1, \cdots, m \]  \hfill (68)

\[ \frac{d}{dt} \eta^{(j)}(t) = A_{j_0}^{(j)} \eta^{(j)}(t) - C^{(j)'} y_i; \quad \eta^{(j)}(0) = 0 \]

\[ i = 1, \cdots, m; \quad j = 1, \cdots, m \]  \hfill (69)

\[ \frac{d}{dt} \lambda^{(j)}(t) = A_{j_0}^{(j)} \lambda^{(j)}(t) - C^{(j)'} u_i; \quad \lambda^{(j)}(0) = 0 \]

\[ i = 1, \cdots, p; \quad j = 1, \cdots, m \]  \hfill (70)

\[ \Phi^{(i)} = \sum_{j=1}^{m} \left[ \begin{array}{c}
\eta^{(j)}(t) \\
A_{j_0}^{(j)} \eta^{(j)}(t) \\
\vdots \\
A_{j_0}^{(j)}^{(m-1)} \eta^{(j)}(t)
\end{array} \right] \\
\cdot \left[ A_{j_0}^{(j)} - \frac{1}{c_t^2} \sigma^{(1)}^{(j)} C^{(j)'} C^{(j)} \right] \\
\cdot \left[ \sum_{j=1}^{p} \lambda^{(j)}(t) A_{j_0}^{(j)} \lambda^{(j)}(t) \cdots A_{j_0}^{(j)}^{(m-1)} \lambda^{(j)}(t) \right]
\]

\[ = A_{j_0}^{(j)} \mathbf{0}_{n_t \times n_t} \quad i = 1, \cdots, m \]  \hfill (71)

\[ \Xi^{-1} = -\Xi^{-1} \left[ \sum_{i=1}^{m} \frac{1}{c_t^2} \left[ \Phi^{(i)'} C^{(i)'} - \overline{C}^{(i)'} \right] \cdot \left[ C^{(i)} \Phi^{(i)} - \overline{C}^{(i)} \right] - \frac{1}{\gamma^2} Q \right] \Xi^{-1} \]  \hfill (72)

\[ \Xi^{-1}(0) = Q_0^{-1} \]  \hfill (73)

\[ \overline{C}^{(i)} := \mathbf{0}_{1 \times r_i} \sum_{j=1}^{m} C^{(j)}(i) y_j; \quad i = 1, \cdots, m \]  \hfill (74)

\[ \delta(t, y_{[0, t]}, u_{[0, t]}) = \hat{\theta}(t) \]  \hfill (75)

\[ \hat{\theta} = -\Xi^{-1} \sum_{i=1}^{m} \frac{1}{c_t^2} \left[ \Phi^{(i)'} C^{(i)'} - \overline{C}^{(i)'} \right] \cdot \left[ y_i - \sum_{j=1}^{m} \overline{C}^{(j)}(i) \hat{\theta} - C^{(j)} \hat{x} \right]; \quad \hat{\theta}(0) = \overline{\theta}_0 \]  \hfill (76)

\[ \hat{x}(0) = \overline{x}_0. \]  \hfill (77)

This leads to the following counterpart of Corollary 4.1.

Corollary 5.1: Consider the worst-case identification problem for the MIMO linear system (54) and (55) with the cost function (5), and let the optimal performance level \( \gamma^* \) be defined as in (6). Assume that the initial weighting matrix \( P_0 \) is chosen as

\[ P_0 = \text{block diagonal } \{ \Pi^{(1)-1}, \cdots, \Pi^{(m)-1} \} \]

where \( \Pi^{(i)}, i = 1, \cdots, m \) are the unique positive-definite solutions to the ARE's (67). Then:

1. The optimal performance level \( \gamma^* \) is given by

\[ \gamma^* = \inf \{ \gamma > 0 : \text{the solution to (72), } \Xi^{-1}(t), \] is positive definite for all \( t \geq 0 \) and all possible measurement waveforms \( y_{[0, \infty)} \}. \]  \hfill (78)

2. For each \( \gamma > \gamma^* \), the identifier (67)–(76) achieves the desired performance level \( \gamma \). Furthermore, if the following persistency of excitation condition:

\[ \lim_{t \to \infty} \lambda_{\min} \left\{ \int_0^t \sum_{i=1}^m \frac{1}{c_t^2} \left[ \Phi^{(i)'} C^{(i)'} - \overline{C}^{(i)'} \right] \right. \cdot \left[ C^{(i)} \Phi^{(i)} - \overline{C}^{(i)} \right] ds \right\} = \infty \]  \hfill (79)

holds, and the disturbance quadruple \( (x_0, \theta, u_{[0, \infty)}, y_{[0, \infty)}) \) belongs to \( L^2 \), then the parameter estimates converge to the true parameter value, i.e.,

\[ \lim_{t \to \infty} \hat{\theta}(t) = \theta. \]  \hfill (80)

Approximate Identifier for \( \varepsilon < \varepsilon \ll 1 \): When the intensity of the measurement noise is weak, which can be formally captured by letting \( \varepsilon := \max \{ \varepsilon_1, \cdots, \varepsilon_m \} \ll 1 \), the identifier (67)–(76) becomes numerically ill-conditioned for computation. To alleviate this numerical stiffness problem, we again seek an approximate identifier for sufficiently small values of \( \varepsilon \) which is numerically better conditioned than the identifier (67)–(76). Because of the \( O(1/c_t^2) \) terms on the RHS of (71), it is numerically stable to evaluate the filtration of \( A_{j_0}^{(j)}(t) y_j \) and \( (1/c_t^2) \Xi^{-1} \Phi^{(j)'} C^{(j)'} \overline{C}^{(j)} \) \( i = 1, \cdots, m; j = 1, \cdots, m \) separately. Thus, the approximate filter may not contain fewer integrators than the identifier (67)–(76).

Let us define a \( 1 \times (n_t - 1) \)-dimensional matrix \( A_{21}^{(j)} \) and an \( (n_t - 1) \times (n_t - 1) \)-dimensional matrix \( A_{21}^{(j)} \) by the following partitioning of the matrix \( A_{j_0}^{(j)} \), \( i = 1, \cdots, m \):

\[ A_{21}^{(j)} = \begin{bmatrix}
0 \\
A_{21}^{(j)}
\end{bmatrix} \]

Using these matrices, the approximate identifier can be written in the following form:

\[ A_{22}^{(i)} \Pi^{(i)} + \Pi_{21}^{(i)} A_{22}^{(i)} + I_{n_t - 1} - \Pi_{21}^{(i)} A_{21}^{(i)} \Pi_{21}^{(i)} = 0 \]  \hfill (81)

\[ i = 1, \cdots, m \]  \hfill (82)

\[ \hat{x}(0) = \overline{x}_0. \]  \hfill (83)

\[ A_{j_0}^{(j)} := A_{22}^{(j)} - \Pi_{21}^{(j)} A_{21}^{(j)} A_{22}^{(j)}; \quad i = 1, \cdots, m \]  \hfill (84)

\[ \frac{d}{dt} \eta^{(j)}(t) = A_{j_0}^{(j)} \eta^{(j)}(t) + \Pi_{21}^{(j)} A_{21}^{(j)} y_i; \quad \eta^{(j)}(0) = 0 \]  \hfill (85)

\[ i = 1, \cdots, m; j = 1, \cdots, m \]  \hfill (86)

\[ \frac{d}{dt} \lambda^{(j)}(t) = A_{j_0}^{(j)} \lambda^{(j)}(t) + \Pi_{21}^{(j)} A_{21}^{(j)} \lambda^{(j)}(t); \quad \lambda^{(j)}(0) = 0 \]  \hfill (87)

\[ i = 1, \cdots, p; j = 1, \cdots, m \]  \hfill (88)

\[ \frac{d}{dt} \Phi^{(j)} = A_{j_0}^{(j)} \Phi^{(j)} + \Pi_{21}^{(j)} A_{21}^{(j)} \Phi^{(j)}; \quad \Phi^{(j)}(0) = 0 \]  \hfill (89)

\[ i = 1, \cdots, p; j = 1, \cdots, m \]  \hfill (90)
\[
\lambda_{(i)(j)}^{(j)}(0) = 0 \quad i = 1, \ldots, p \quad j = 1, \ldots, m \\
\Phi_s(i) = \sum_{j=1}^{m} \left[ \eta_{(j)}^{(i)} A_{fs}^{(i)-1} \eta_{(j)}^{(i)} \cdots A_{fs}^{(i)-n_{ij}^{(i)}} \eta_{(j)}^{(i)} \right] A_{11}^{(i)} \\
+ \sum_{j=1}^{p} \left[ \lambda_{(j)}^{(i)} A_{fs}^{(i)-1} \lambda_{(j)}^{(i)} \cdots A_{fs}^{(i)-n_{ij}^{(i)}} \lambda_{(j)}^{(i)} \right] A_{11}^{(i)} \\
\Phi_G(i) = \sum_{j=1}^{m} \omega_{(j)}^{(i)} G_{(j)}^{(i)} \\
\frac{d}{dt}(\dot{\Xi}^{-1}) = -\dot{\Xi}^{-1} \left[ \sum_{i=1}^{m} \Phi_s^{(i)}(\Xi^{-1}) - \frac{1}{\gamma^2} Q \right] \Xi^{-1} \\
\Xi^{-1}(0) = Q_0^{-1} \\
= \begin{bmatrix} \Phi_s^{(i)} A_{21}(i) \\
-C(i) \sum_{j=1}^{m} A_{11}^{(i)} y_j + \sum_{j=1}^{p} A_{12}^{(i)} y_j \\
\frac{1}{\epsilon_i} \left[ \Phi_G^{(i)} C^{(i)} - \sum_{j=1}^{m} C^{(i)} y_j \right] \end{bmatrix} \\
\dot{\theta}_s(0) = \bar{\theta}_0 \\
\dot{\hat{s}}_s = A_1 \dot{\hat{s}}_s + A_2 \hat{s}_s + \left[ \begin{array}{c} \sum_{i=1}^{m} \Phi_s^{(i)} \frac{1}{\epsilon_i} \left[ y_i - \sum_{j=1}^{m} G(i) \dot{\theta}_s - C^{(i)} \hat{s}_s \right] \\
\psi_1^{(i)} \\
\vdots \\
\psi_m^{(i)} \end{array} \right] \Xi^{-1} \sum_{i=1}^{m} \Phi_s^{(i)} \frac{1}{\epsilon_i} \\
\hat{s}_s(0) = \bar{\theta}_0 \\
\psi(i) = \begin{bmatrix} \Phi_s^{(i)} \\
\Phi_G^{(i)} \end{bmatrix} \\
i = 1, \ldots, m
\]

Fig. 1. Response of the full-order identifier without any disturbances and with no discrepancy between the initial states and their estimates: (a) parameter estimates \( \hat{\theta} \) and (b) state estimation errors \( \hat{s}_s - \hat{s}_s \).

To state the counterpart of Corollary 4.2, we introduce the following set of measurement waveforms.

\[ \mathcal{LBP}_{EPW}^A(L, M, \bar{p}, T_m, K) \text{ This is the set of all waveforms } \psi(y_{[0, \infty)}) \text{ that satisfy the following four conditions for some positive constants } L, M, \bar{p}, T_m, \text{ and integer } K. \]

1) There exist \( K < \infty \) time instances \( 0 < t_1 < \cdots < t_K < \infty \), such that

\[ \min_{k \in \{0, \ldots, K\}} t_k - t_{k-1} \geq T_m. \]

2) \( \| \sum_{i=1}^{m} A_{11}(i) \psi(t_i - y_i(t)) + \sum_{i=1}^{p} A_{12}(i) u_i(t) \| \leq L_{11}, \| \psi(t) \| \leq L_{12}, \text{ and } \| \sum_{i=1}^{m} C^{(i)}(i) \psi(t_i - y_i(t)) \| \leq M_{11}, \text{ and } \| \sum_{i=1}^{p} C_{12}(i) u_i(t) \| \leq M_{12} \). 

3) \( \begin{vmatrix} L_{11} \\
L_{12} \end{vmatrix} \preceq \begin{vmatrix} M_{11} \\
M_{12} \end{vmatrix} \text{ for all } t \geq 0. \)

4) \( \Xi(t) \geq (t + 1)\bar{p} I, \text{ for all } t \geq 0. \)

\[ \mathcal{LBP}_{EPW}^A(L, M, \bar{p}, T_m, K) \text{ This is the set of all disturbance quadruples } (x_0, \theta, w_{[0, \infty)}, u_{[0, \infty)}) \text{ that lead to a measurement waveform } \psi(y_{[0, \infty)}) \text{ that belongs to the set } \mathcal{LBP}_{EPW}^A(L, M, \bar{p}, T_m, K). \]

Corollary 5.2: Consider the worst-case identification problem for the MIMO linear system (54) and (55) with the cost function (5), and let the optimal performance level \( \gamma^* \) be defined as in (6). Assume that the initial weighting matrix \( P_0 \) is chosen as

\[ P_0 = \text{block diagonal } \begin{bmatrix} \Pi^{(1)} & \cdots & \Pi^{(m-1)} \end{bmatrix} \]

where \( \Pi^{(i)}, i = 1, \ldots, m \) are the unique positive-definite solutions of the ARE's (67). For any \( \gamma > \gamma^* \), where \( \gamma^* \) is defined by (77) and any disturbance within the set \( \mathcal{LBP}_{EPW}^A(L, M, \bar{p}, T_m, K) \), the approximate identifier \( \delta_s \) given by (79)-(91) achieves the disturbance attenuation
level $\gamma$ for sufficiently small $\epsilon > 0$, i.e.,

$$\sup_{(x_0, \theta, w(0, \infty), \tilde{v}(0, \infty)) \in W[L^B, P_{EPW}, (L, M, \bar{p}, T_m, K)]} J_\gamma(\delta_x; x_0, \theta, w(0, \infty), \tilde{v}(0, \infty)) = 0.$$  \hspace{1cm} (92)

Furthermore, if $(x_0, \theta, w(0, \infty), \tilde{v}(0, \infty)) \in W[L^B, P_{EPW}, (L, M, \bar{p}, T_m, K)] \cap L^2$, then the parameter estimates $\theta(t)$ converge to the true parameter value $\theta$ as $t \to \infty$ for sufficiently small $\epsilon$.

VI. AN EXAMPLE

To illustrate the results obtained in the previous sections, and particularly Section IV, we will now consider a third-order dynamic system with five unknown parameters:

$$H(s) = \frac{b_1 s^3 + b_2}{s^3 + a_2 s^2 + a_1 s + a_0}. \hspace{1cm} (93)$$

Let

$$\theta = [-a_2 -a_1 -a_0 b_1 b_0]^T,$$

where the true value of the parameter vector $\theta$ is fixed at

$$\theta = [-2 -3 -4 1 -1]^T.$$

In the form of state-space representation (3a) and (3b), the system can be equivalently written as

$$\dot{x} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} x + \begin{bmatrix} yA_{11} + uA_{12} \theta \end{bmatrix} + w \hspace{1cm} (94)$$

$$y = [1 0 0] x + \epsilon v \hspace{1cm} (95)$$

where

$$A_2 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_{11} = [I_3 0_{3 \times 2}]; \quad A_{12} = \begin{bmatrix} 0_{1 \times 3} & 0_{1 \times 2} \\ 0_{2 \times 3} & I_2 \end{bmatrix}.$$  

The cost function associated with this system is given by (5) with

$$\bar{\theta}_0 = 0_{5 \times 1}; \quad \bar{x}_0 = \begin{bmatrix} 3 \\ 0 \\ 0 \end{bmatrix}$$

$$Q_0 = 0.01 I_5,$$

and $P_0$ being the solution to ARE (30). The design parameter $\epsilon$ is taken to be 0.01, and the incremental weighting matrix
function \( Q(t, y_{[0, t]}, u_{[0, t]}) \) is chosen to be \((1/\varepsilon^2)\Phi'\varepsilon'\Phi\), as recommended in Remark 4.1 for the full-order identifier (30)–(38) which implies that \( \gamma^* = 1 \). For the reduced-order identifier (40)–(48), this matrix function is chosen to be \((\Phi_p'A_{31} - A_1'\varepsilon_1)(A_{21}\Phi_p' - \varepsilon_1'\varepsilon_1)\).\(^1\)

The desired performance level is fixed at \( \gamma = 1.2 \) which should be achievable by both the full-order and reduced-order identifiers due to the choice of \( Q \).

To compare the performances of these two identifiers (that is, the full-order and reduced-order ones) with that of a conventional one, we further design an identifier using the Kreisselmeier observer of Section III with the parameter vector \( f = (-15, -75, -125)' \), or equivalently, a prefilter with transfer function

\[
\frac{1}{(s + 5)^3}.
\]

For this Kreisselmeier observer, the initial covariance matrix was set to be \( 10^3 I_6 \), and for the comparison to be fair we have not included any covariance resetting in the LS algorithm.

We now present a simulation-based comparison of the three identifiers: full-order identifier (cf. Theorem 4.1), reduced-order identifier (cf. Theorem 4.2), and conventional identifier (cf. Section III). The input signal \( u(t) \) was chosen to be

\[
u(t) = 4 \sin (0.4t) + 2 \sin (1.5t) + 2 \sin (4t)
\]

for all simulations. The measurement noise \( v \) was set to be identically zero in all the simulations, consistent with our real objective, as stated in Section II. The robustness property of the full-order and reduced-order identifiers holds true even when there is measurement noise present. However, the parameter estimates may be biased when \( v \) is taken as a general \( \mathcal{L}^\infty \) signal.

First, we simulated the system with these three identifiers in the absence of any disturbance input and with the initial condition of the system set to be \( x_0 = (3, 0, 0)' \) which is the same as the initial estimate for it. The results are presented in Figs. 1–3.

We observe that the parameter estimates exhibit fast convergence to their true values for all three identifiers. The initial convergence rate is faster for the conventional identifier, but it falls somewhat behind the full-order and reduced-order identifiers in the long run.

Next, we simulated the system with the same three identifiers against sizable initial deviations in the unmeasured state

\footnote{This choice is made to avoid using additional integrators to generate \( Q \). It is asymptotically equal to \((1/\varepsilon^2)\Phi'\varepsilon'\Phi\) as \( \varepsilon \to 0 \).}
variables; namely, the initial condition of the system was fixed at $x_0 = (3, 4, 8)'$ which is substantially different from the initial state estimate $\hat{x}_0 = (3, 0, 0)'$. This initial bias in the estimates of the unmeasured states can equivalently be viewed as injecting exponentially decaying disturbances into the system. The simulation results are depicted in Figs. 4–6. The theory developed in the paper and the existing theory on the Kreisselmeier observer predicts that the parameter estimates should converge to their true values asymptotically for all three identifiers. From the graphs, we see that the convergence rate is much faster for the full-order and reduced-order identifiers than for the conventional identifier. These results clearly demonstrate the superior robustness property of the worst-case parameter identifier over the Kreisselmeier observer design.

While the theory developed in this paper only proves that the estimates of the unknown parameters converge to their true values under $L^2$ disturbances with persistent excitation, we have to emphasize that this is only a sufficient condition for parameter convergence, and it is expected that similar results hold even for more general disturbances. Indeed, it has been observed through simulations that the parameter estimates converge to their true values under white Gaussian noise. It is plausible that a rigorous proof can be devised for the convergence of parameter estimates under some standard stochastic assumptions [12], [13], in view of the well-established connection between zero-sum differential games and the risk-sensitive stochastic optimal control problem [14], but this has not been carried out in this paper as the main concern here has been the optimal attenuation of worst-case disturbance inputs. As one example of a non-$L^2$ disturbance, we simulated the system with the components of the disturbance $w$ taken as independent band-limited white noises, each with variance 0.01 and sample rate 1, and with the initial condition set at $x_0 = (3, 4, 8)'$. The numerical results are depicted in Figs. 7–9.

We observe that the parameter estimates for the full-order and the reduced-order identifiers again converge to their true values asymptotically. In this case also, the performances of the worst-case identifiers are superior to that of the conventional identifier.

Finally, we present a set of simulation results to demonstrate that the performance of the Kreisselmeier observer depends very much on the choice of the parameter vector $f$. In the previous simulations, to obtain improved performance from the conventional identifier, we had chosen the poles of
the prefiler which equivalently determine the vector $f$, to be at $-5$, $-5$, and $-5$, based on the fact that the true system admits a pole at $-1.65$. Let us now pretend that we are not aware of this a priori information on the underlying system (a realistic scenario) and design the Kreisselmeier observer with the parameter vector $f$ set at $f = (-3, -3, -1)'$, or equivalently, a prefiler with transfer function

$$\frac{1}{(s + 1)^3}.$$

For this Kreisselmeier observer, the initial covariance matrix and the initial state are set at exactly the same values as before, that is $10^5I_5$ and $(3, 4, 8)'$, respectively, and the disturbance inputs are taken to be identically zero. The results obtained are presented in Fig. 10 which should be compared against Figs. 4 and 5. Clearly, the conventional identifier is much inferior to either the full-order or the reduced-order worst-case identifier. This clearly demonstrates the inapplicability of the conventional identifier for a wide range of parameter values without sufficient a priori information on the underlying system. Therefore, for the purpose of robust on-line parameter identification, the worst-case identifiers are clearly a much superior choice.

When we compare the performances of the two, however, we see almost no difference between the full-order identifier and the reduced-order identifier for both parameter estimation and state estimation in all of the simulation runs above. This is in line with the results of Corollary 4.2. The only difference is that the simulation of the full-order identifier requires much more computational power than that of the reduced-order identifier. In the last set of simulations, the simulation for the full-order identifier took 409,005,635 flops which is 70% more than that of the reduced-order identifier, which was 240,348,937 flops. In this respect, the reduced-order identifier is clearly superior, as to be expected.

Hence, these simulation results clearly indicate that the full- and reduced-order worst-case identifiers outperform the conventional identifier, and the reduced-order identifier is numerically better conditioned than the full-order identifier when $\epsilon$ is small. We have also simulated the response of the worst-case identifiers with unmodeled dynamics in addition to the uncertainty arising from mismatch of initial conditions and white noise disturbance inputs. The plots (not included here) have shown that the parameter estimates are robust with

---

$^2$These simulations were implemented in Matlab Simulink. Both flop counts were generated using the simulation algorithm GEAR.
much better conditioned for implementation. These results have been generalized to the MIMO case and stated without detailed proofs. An extensive simulation study has been included to demonstrate the effectiveness of the identification scheme presented.

The results of this paper can be extended to nonlinear systems with partial state measurements, provided that they are in the following output injection form:

\[
\dot{x} = A_2x + A_1(y, u)\theta
\]

\[
y = Cx
\]

where \(A_2\) and \(C\) are known constant matrices such that the pair \((A_2, C)\) is observable and \(A_1\) is a known nonlinear function of \(y\) and \(u\). The main difficulty in this case is to obtain a coordinate-free characterization of nonlinear systems that can be transformed into this output injection form; once this is done, then the extension is immediate as in the case of a similar extension discussed in [5] for the full-state. A future direction of research would be to study the performance of these worst-case identifiers when used in the control loop for the design of robust adaptive controllers for uncertain linear and nonlinear systems.
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